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BACKGROUND

= Gaps between natural languages and APIs

A simple requirement “Read a
File” may call many APIs to

implement.

High-level words
Low-level APIs

public void readFile(String path) throw IOException {
File file = new File(path) ;
FileReader fr = new FileReader(file) ;
BufferedReader br = new BufferedReader(fr) ;

LU

String line = ;
while (null '= (line = br.readLine()) {

System.out.println(line);

}

br.close() ;



BACKGROUND

Text-matching
based tools

Hinder developers A tool only returns

from comprehending 25 7% to 38.4%

APIs and bring useful code snippets

in top-10 results for
defects in AP user queries

documents

Y. Zhou et al. “Analyzing APIs documentation and code to detect directive defects,” ICSE'17
F. Lv, et al. “Codehow: Effective code search based on APl understanding and extended boolean model,” ASE’'15 3
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BACKGROUND

Text-matching
based tools

Hinder developers A tool only returns

from comprehending 25 7% to 38.4%
APIs and bring ,
» -7 useful code snippets

How to bridge the gaps?
Semantic Estimation

F. Lv, et al. “Codehow: Effectlve code search based on API understandlng and extended boolean model,” ASE’'15 4



BACKGROUND

Classical algorithms to bridge the gaps

Calculating semantic relatedness / similarity between a
word and an API or a set of words and APIs

WordNet Searcl 1
(x= Seton: Workng v vivs o
Wort 1o aaerch for 1 ¢l ¢2 ¢3 ¢4 ¢5 ml m2 m3 m4 tor Mavimizt L .- 3 _
‘ omton | s vt T — ] Topic: Maximizing and minimizing in the eclipse presenta
Oipley Options: (cispon o )] [corge] Ll .
N — Er. interface 1 0 1 0 0 0 0 0 0 flon
ay w Synset (semant “jrclallons. W Sh?w Word (lexical) relations compu!er 1 1 0 0 0 0 0 0 0
:\splay options for sense: (gloss) “an example sentence” “,e: g 1[ } g 5 (0) 8 (0) g Content: The mjnjmize behavi(]l' fﬂl’ the Editor AIea, i_s
loun system . A . .
T pené 4 1 4 @ 10 4 b 4 somewhat different; minimizing the Editor Area results in a
= 5 (n) everflow, runoff, overspil (the accurrence of surplus liquid (as water) me . e . .
enceeding e o capaciy) EPS ¢ & 1 L 4 4 & 0 trim stack containing only a placeholder icon representing
Verb survey . . . .
* trees 0 0 0 0 0 1 1 1 0 the entire editor area rather than icons for each open editor
5 %::;W“nw‘ overrun, well over, run over, brim over (flow or run over (a limit or graph 0 0 0 0 0 0 1 1 1
* 5: (v) bubble over, overflow, spill over {overfiow with a certain feeling) "The chitdren mmors [1] i} [1] [i] [1] 0 1] 1 [ |
‘bubbled over with joy", "My boss was bubbling over with anger”




MOTIVATION

Word embedding for word representing

A co-occurrence based algorithm. Generating low-
dimensional vectors for words or APlIs.

Run CBOW or
Skip-gram
model

Prepare a Prepare
dataset word2vec tool

. word vector
3 The o (0.12,0.23,0.56) |
(_ \ Cardinals it (0.24,0.65,0.72) |
- w?ll = '_.T‘::j_: S p—_ (0.38,0.42,0.12) |
win ey (0.57,0.01,0.02) |
the (0.53,0.68,0.91)
world (0.11,0.27, 0.45) |
series (0.01,0.05,0.62) |

Tool for computing continuous dis




MOTIVATION

Continuous Bag-Of-Words model CBOW

Interface IPageLayout

Description: A page layou( deﬁne?the initial layout for a
perspective within a page 1 a workbench window... View
placeholders may also have a secondary id. ... For example,
the placeholaer "someView:*” will match any occurrence of
the view that has primary id "someView” and that also has
some non-null secondary id. Note that this placeholder will

not match the view 1T 1t has no secondary id ...

Input Hidden layer Output
Wx—q

WVOEXV
‘ WX_]' ‘ Wl;xVoc

>‘ SUM | —» Wi ‘

Example of one-hot vector for word “current™

{begin, xx, ..., current, ..., xx, end}

0, 0, i 1 .y 0. 0}

Generate vectors of

center words with

their surrounding
context




MOTIVATION

There are challenges for word-API learning

Acquisition challenge
collect large numbers of
documents that contain
diversity words and APlIs

Alignment challenge
align words and APIs to
fully mine their overall

relationship in a window

Interface IPageLayout

Description: A page layout defines the initial layout for a
perspective within a page in a workbench window... View
placeholders may_alsehave a secondary id. ... For example,
the placeholde*” will match any occurrence of
the view that hasprimmary id "someView” and that also has
some non-null secondary id. Note that this placeholder will
not match the view if it has no secondary id ...

Interface IPageLayout
Description: A page layout defines the initial layout for a
perspectlve within a, page m a Workbench WIIIHOW Vlew

e

placeh publlc void readFlle(Strlng path) throw IOExceptlon {

the pli File file = new File(path);
the vi¢ FileReader fr = new FileReader(file);
BufferedReader br = new BufferedReader (fr) ;
SOME |  ——— ;
Ting line o
not my while (null '= (line = br.readLine()) {

DocumentView#getDefaultView()?

ComponentView#new()?

System.out.println(line) ;
}

br.close();

}

No word-API collocations



FRAMEWORK

Collect source Pre-process W shuffle words | Run word
code & APIs words & APIs & APIs in a embedding to

from GitHub with NLP and method generate
(Acquisition) AST (Alignment) vectors

GitHub Corpus ‘ : | U NLP for comments Word2API Model
Q “ Open a file and output the contents
* @param path
o = H * @return
“ | * @throws IOException
R <Word Sequence. API Sequence> B semantic vectors
open: <0.365.0.846,0.025.. >
Word-API tuples file: <0.585,0.208,0.525...>
We 5 Sore-AL tuples
ord Sequence: open->file=>output BufferedReaderfreadLine: <0.316.0.003.0.298...>
.. Source code and comments S
“ Open a file and output the contents API Sequence' File#new=> =
* @param path 2 iy
‘@ !.ﬂ“m : BufferedReader#readLine=>. ..

* @throws IOException <open, File#new, file. BufferedReader#readLine. ..>

Shuffled Results Wx-a \

Wiy

jpublic void readFile(String path) throws IOException { \\’ expr “<open, file, Filefmew, ine...>

File file = new File(path);
FileReader fr = new FileReader(file):
BuﬂeledReMIel br = new BufferedReader(fr):

\‘ SUM —» oW |

= . <file, File#new, open, ine..> Wass
[ term | [println(*+"))

String line =", - <BufferedReader#readLine, file, open, File#new...> Word Embeddi
A ﬁ Word Embedding
while (null = (lme br.readLine())) { 2 ) intin(“2")| J—— _ Wxid
System.out.println(line); 2 J W 2 o
) H o AST for source code
Data acquisition Word-API tuple construction Training set creation Vector generation



FRAMEWORK

A. Collect source code & APIs from GitHub

GitHub Corpus

!

Source code and comments

#%

o
public void readFile(String path) throws IOException {

* Open a file and output the contents
* @param path

* @return

* @throws IOException

File file = new File(path);

FileReader fr = new FileReader(file);

BufferedReader br = new BufferedReader(f);

String line = **;

while (null = (line = br.readLine())) {
System.out.println(line);

GitHub from 2008-2016
391,690 Java projects

31,211,030 source code files

Extract words in the method
comment and API calls in the
method body.

These words and APIs are
widely used by developers

10



FRAMEWORK

Tokenization
NLP for comments
s ‘ Word sequence Stop word removal

Stemming

* Open a file and output the contents

* @param path
* @throws IOException

@return ! < open, file, output, content >

Word S : —>file=> t...
ord Sequence: open—=2file—=2outpu 13,883’230 Word_API
API Sequence: File#tnew—> ... 2> tuples
BufferedReader#readLine=> ... <word1, word?, ..., API1, API2...>
AST
Pl B G Find API full
[ewr [+ ][ tem ] [printn¢y) APl sequence qualified nam)és
N\,
2 printin2")] < File#new, FileReader#new, BufferedReader,
AST for source code é String#new, BufferedReader#readLine >
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FRAMEWORK

H C. Shuffle words & APIs in a method

Problem of word-API tuples:
Words & APIs do not appear within each other’s window

<open, file, output, contents, ..., BufferedReader#readLine>

Shuffling strategy:
Words & APlIs in the same word-API tuple contain
valuable semantic information (relatedness) for mining

12



FRAMEWORK

H C. Shuffle words & APIs in a method

Word-API tuples

<open, file, output, contents, ..., BufferedReader#readLline>

Shuffled Results

<open, File#new, file, BufferedReader#readLine. ..>

<open, file, File#new, BufferedReader#readLine...>

<file, File#new, open, BufferedReader#readLine...>

< BufferedReader#readLine, file, open, File#new...>

Increase the information
interaction (collocations
of words & APIs)

Help word embedding

learn the knowledge of

word-API (the overall
knowledge of each tuple)

138,832,300 shuffled results (>30 GB)

13



FRAMEWORK

D. Run word embedding to generate vectors

87,270 word vectors
37,431 API vectors

Semantic estimation
with these vectors

|= Semantic vectors

open:
file:

BufteredReader#readLine:

O Word-API similarity
Vo - Vi

sim(w,a) = :
Vo[V
O Words-APIs similarity

s, 4) = (e
)

3 (mazSim(a, W) x idf (a))
> idf (a)

+

);

Wx+d

File#new:

SN

<0.365,0.846,0.025..
<0.585,0.298,0.525..
<0.316,0.003,0.298..
<0.337,0.723,0.221..

Vvovovoy

SUM

Word Embedding
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EVALUATION

Recommend APIs by a query word

® Random selected
50 Noun. & Verb.

® Comparative
algorithm

# Word # Word # Word # Word # Word
1 agent 11 delete 21 key 31 random 41 tail

2 average 12 display 22 length 32 remote 42 thread
3 begin 13 environment23  mp3 33 request 43 timeout
4 buffer 14 file 24 next 34 reserve 44 transaction
5  capital 15 filter 25  node 35  scale 45  uuid

6 check 16 graphics 26  object 36 select 46 validity
7 classname 17 http 27  open 37 session 47 word
8 client 18  input 28  parse 38  startup 48  xml

9  current 19 interrupt 29  port 39  string 49  xpath
10 day 20 iter 30  post 40 system 50  year

O LSA (Latent Semantic Analysis)
O PMI (Pointwise Mutual Information)
O NSD (Normalized Software Distance)

O HAL (Hyperspace Analogue to Language)

15



EVALUATION

0.7
= = =[SA = secersees NSD
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(a) Evaluation on precision
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(b) Evaluation on NDCG

e Word2API outperforms the baseline algorithms;
® \olunteers judgement the relatedness between the words
and the recommended APIs by different algorithms.
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EVALUATION

Window size and the shuffling strategy

Increase window size, :>
but performance drops

Cannot learn word
embedding by simply
increasing window_size (w)

Precision

BwS5 Bwl0 OwlS Bw20 @Bw50 Bwl00

(a) Precision@k

shuffling,window size=5

Shuffling is significantly

better than no shuffling

Sequence-w5: no :>

Precision
=
.

n

n

H

il

- H il

1 10 20 30 40 50 60 70 80 90 100
k

m Word2 API 0 Sequence-w5 O Sequence-w10 ® Sequence-w50
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EVALUATION

Window size and the shuffling strategy

Input Hidden layer Output

0.7
Wx-d 06 |If
K > R |
’ .2
| L2 04 B i
C BT [
W | 02 in i
e . 0.1 S B §| § § g §
| Example of one-hot vector for word “current” 1 10 20 30 40 50 60 70 20 90 100
| fbegin, XX, ..., (o 75, GG k
. | {eiljl: “_’c“:mjm’ [’:‘e’;} E BwS5 Bwl0 OwlS Bw20 @Bw50 Bwl00
(a) Precision@k
0.7
Sequence-w5: no i> 0
shuffling,window _size=5 gos
an,
1
. . . ° o [
Shuffling is significantly 03 1 I i
o, [ELELELELED Bk b b b ke

better than no shuffling

1 10 20 30 40 50 60 70 80 90 100
k

m Word2 API 0 Sequence-w5 O Sequence-w10 ® Sequence-w50
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APPLICATION 1

Expand user query into an API vector
for APl sequences recommendation

API Sequence

java.io.File#new,
java.io.FileReader#new,

java.io.BufferedReader#new,

java.io.BufferedReader#readLine

“read a file” These sequences are retrieved
from source code corpus, e.g.
GitHub corpus.

19



APPLICATION 1

Expand user query into an API vector
for APl sequences recommendation

API Sequence

java.io.File#new,

java.io.FileReader#new,

java.io.BufferedReader#new,

® java.io.BufferedReader#readline

“read a file” These sequences are retrieved
/ from source code corpus, e.g.
API vector GitHub corpus.
APh API2 AP APl API3

O SWIM: Word Alignment based Augmentation
O CodeHow: API Description based Augmentation
O Word2API based Augmentation

20



APPLICATION 1

TABLE III: Performance of query augmentation algorithms over 30 human written queries.

D Query SWIM CodeHow Word2API
FR RR5 RRI0| FR RR5 RRI0| FR RR5 RRI0
Q1 convert int to string 11 0 0 11 0 0 3 0.2 0.1
Q2 convert string to int 1 1 0.5 11 0 0 1 0.8 0.8
Q3  append string 1 1 1 1 1 1 1 1 1
Q4 get current time 11 0 0 11 0 0 1 1 1
Q5  parse datetime from string 10 0 0.1 11 0 0 1 1 0.7
Q6 test file exists 1 1 1 1 1 1 1 0.8 0.8
Q7  openaurl 1 1 1 1 1 1 1 0.8 0.8
Q8  open file dialog 11 0 0 1 0.8 0.7 1 0.4 0.7
Q9 get files in folder 11 0 0 1 0.8 0.9 1 1 0.9
Q10  match regular expressions 1 1 0.8 1 0.6 0.7 1 1 1
Q11  generate md5 hash code 11 0 0 11 0 0 1 1 1
Q12 generate random number 1 0.4 0.2 1 1 1 1 1 1
daocoiaoo n 0.8
Position of first correct API seq. : lower is better N
1
Ratlo of correct API seq.: higher is better 05
< 0.9

delete files and folders in a directory

Q19 1 1 1 3 } :

Q20  reverse a string 11 0 0 11 0 11 0 0
Q21  create socket 11 0 0 1 0.6 04 1 1 0.9
Q22  rename a file 11 0 0 11 0 (0 4 0.4 0.5
Q23  download file from url 1 1 0.7 1 1 5 0.2 0.3
Q24  serialize an object 1 1 1 1 1 1 1 1 1
Q25  read binary file 1 1 0.6 1 1 1 Y\.1 0.8 0.8
Q26  save an image to a file 1 1 1 1 1 1 0.2 04
Q27  write an image to a file 1 1 1 1 0.8 0.6 2 0.4 03
Q28  parse xml 11 0 0 11 0 0 1 0.2 0.3
Q29  play audio 11 0 0 1 038 0.9 1 0.4 0.5
Q30 play the audio clip at the specified absolute URL 11 0 0 1 1 1 4 4= o=

Average scores over 30 queries 5.633 0.513 0463 | 4467 0.547 0.533 "[ 1.933  0.680 0.677

21



APPLICATION 2

Link API doc. with Stack Overflow questions

Question: "Are there any good CachedRowSet implementations
other than the proprietary Sun one?”

N
Answer:
P N You shouldn't be directly instantiating implementation of CachedRowSet -- use its Provider to L| n ka ge
obtain an instance: see

13 http://docs.oracle.com/javase/7/docs/api/javax/sql/rowset/RowSetProvider.html (available since
v JDK7

) v
V In fact, CachedRowSet's interface and related factory are standard/portable.

javax sql.rowset

22



APPLICATION 2

Word2API for APl Documents Linking

O Collect words in the question "Are there any good
CachedRowSet implementations other than the proprietary
Sun one?"

\

1. Transform words and APIs
into vectors with Word2API

2. Rank APl documents by | | Zimassimte ) e
e words-APIs similarity s

O Collect APIs in each APl document

Jjavax.sql.rowset.RowSetProvider#newFactory
Javax.sql.rowset. RowSetProvider#createCachedRowSet

23



APPLICATION 2

Word2API can bridge the gaps of documents

O MAP: Mean Average Precision
O MRR: Mean Reciprocal Rank

TABLE V: MAP and MRR for API docu-
ment linking.

D Algorlthms Algorithms MAP MRR
« VSM: vector space model VSM 0.232 0.259
Embeddin 0.313 0.354

« Embedding: previous work (Word2AP1 0.402 0433 |

VSM-+Embeddin 0.340 0.380
e VSM+XXX: combined | VSM+Word2API 0.436 0.469 |

Word embedding is better that VSM

We can combine Word2API with other techniques
for better results

Ye et al. From Word Embeddings To Document Similarities for Improved Information Retrieval in Software Engineering(ICSE16)24




CONCLUSION

® We propose Word2API to solve the problem of
constructing low-dimensional representations
for both words and APIs simultaneously.

® \With Word2API, we generate 126,853 word and API

vectors to bridge the sematic gaps between
natural language words and APIs.

® We show two applications of Word2API.
Word2API improves the performance of two typical
software engineering tasks, i.e., APl sequences
recommendation and API documents linking.
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