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BACKGROUND

Gaps between natural languages and APIs

A simple requirement “Read a
File”may call many APIs to
implement.

High-level words
Low-level APIs
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BACKGROUND

Semantic gaps negatively affect SE processes
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Y. Zhou et al. “Analyzing APIs documentation and code to detect directive defects,” ICSE’17
F. Lv, et al. “Codehow: Effective code search based on API understanding and extended boolean model,” ASE’15
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How to bridge the gaps?

Semantic Estimation
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BACKGROUND

Classical algorithms to bridge the gaps

Calculating semantic relatedness / similarity between a 
word and an API or a set of words and APIs

WordNet 
thesaurus 
analysis

Co-occurrence 
analysis

Latent semantic 
analysis (LSA or 

LSI)
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MOTIVATION

Word embedding for word representing

A co-occurrence based algorithm. Generating low-
dimensional vectors for words or APIs.

Prepare a 
dataset

Prepare 
word2vec tool

Run CBOW or 
Skip-gram 

model
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MOTIVATION

Continuous Bag-Of-Words model CBOW

Generate vectors of 
center words with 

their surrounding 
context
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MOTIVATION

There are challenges for word-API learning 

Acquisition challenge
collect large numbers of 
documents that contain 
diversity words and APIs

Alignment challenge
align words and APIs to 
fully mine their overall 

relationship in a window

DocumentView#getDefaultView()？

ComponentView#new()？ No word-API collocations
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FRAMEWORK

Address the challenges by our model Word2API

Collect source 
code & APIs 
from GitHub 
(Acquisition)

A
Pre-process 

words & APIs 
with NLP and 

AST

B
Shuffle words 

& APIs in a 
method 

(Alignment)

C
Run word 

embedding to 
generate 
vectors

D
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FRAMEWORK

A. Collect source code & APIs from GitHub

GitHub from 2008-2016
391,690 Java projects

31,211,030 source code files

Extract words in the method 
comment and API calls in the 

method body.

These words and APIs are 
widely used by developers
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FRAMEWORK

B. Pre-process words & APIs with NLP and AST

< open, file, output, content >

Word sequence

< File#new, FileReader#new, BufferedReader, 
String#new, BufferedReader#readLine >

API sequence

13,883,230 word-API 
tuples

<word1, word2, …, API1, API2…>

Tokenization
Stop word removal

Stemming

AST
Find API fully 

qualified names
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FRAMEWORK

C. Shuffle words & APIs in a method 

Problem of word-API tuples: 
Words & APIs do not appear within each other’s window

<open, file, output, contents, …, BufferedReader#readLine>

Shuffling strategy:
Words & APIs in the same word-API tuple contain 

valuable semantic information (relatedness) for mining
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FRAMEWORK

C. Shuffle words & APIs in a method 

Word-API tuples
<open, file, output, contents, …, BufferedReader#readLine>

Increase the information 
interaction (collocations 

of words & APIs ) 

Help word embedding 
learn the knowledge of 
word-API (the overall 

knowledge of each tuple)

138,832,300 shuffled results (>30 GB)
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FRAMEWORK

D. Run word embedding to generate vectors

87,270 word vectors 
37,431 API vectors

Semantic estimation 
with these vectors

 Word-API similarity

 Words-APIs similarity
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EVALUATION

Recommend APIs by a query word

⚫ Random selected 
50 Noun. & Verb.

⚫ Comparative 
algorithm

 LSA (Latent Semantic Analysis)

 PMI (Pointwise Mutual Information)

 NSD (Normalized Software Distance)

 HAL (Hyperspace Analogue to Language)
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EVALUATION

Word2API captures the relatedness of words & APIs

⚫ Word2API outperforms the baseline algorithms;
⚫ Volunteers judgement the relatedness between the words 

and the recommended APIs by different algorithms.
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EVALUATION

Window size and the shuffling strategy

Cannot learn word 
embedding by simply 
increasing window_size (w)

Shuffling is significantly 
better than no shuffling

Increase window size,
but performance drops

Sequence-w5: no 
shuffling,window_size=5
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APPLICATION 1

Expand user query into an API vector

for API sequences recommendation

Query API Sequence

These sequences are retrieved 
from source code corpus, e.g. 
GitHub corpus.

“read a file”
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APPLICATION 1

Expand user query into an API vector

for API sequences recommendation

Query API Sequence

These sequences are retrieved 
from source code corpus, e.g. 
GitHub corpus.

“read a file”

API vector

 SWIM: Word Alignment based Augmentation
 CodeHow: API Description based Augmentation
 Word2API based Augmentation
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APPLICATION 1

Position of first correct API seq. : lower is better
Ratio of correct API seq.: higher is better
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APPLICATION 2

Link API doc. with Stack Overflow questions

Question: "Are there any good CachedRowSet implementations 
other than the proprietary Sun one?”

Linkage
Answer:



23

APPLICATION 2

Word2API for API Documents Linking

 Collect words in the question "Are there any good 
CachedRowSet implementations other than the proprietary 
Sun one? "

 Collect APIs in each API document
• javax.sql.rowset.RowSetProvider#newFactory
• javax.sql.rowset.RowSetProvider#createCachedRowSet
• ……

1. Transform words and APIs 
into vectors with Word2API

2. Rank API documents by 
words-APIs similarity
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APPLICATION 2

Word2API can bridge the gaps of documents

 MAP: Mean Average Precision

 MRR: Mean Reciprocal Rank

 Algorithms

• VSM: vector space model

• Embedding: previous work

• VSM+XXX: combined

Word embedding is better that VSM
We can combine Word2API with other techniques 
for better results

Ye et al. From Word Embeddings To Document Similarities for Improved Information Retrieval in Software Engineering (ICSE16)
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CONCLUSION

⚫ We propose Word2API to solve the problem of 
constructing low-dimensional representations 
for both words and APIs simultaneously.

⚫ With Word2API, we generate 126,853 word and API 
vectors to bridge the sematic gaps between 
natural language words and APIs.

⚫ We show two applications of Word2API. 
Word2API improves the performance of two typical 
software engineering tasks, i.e., API sequences 
recommendation and API documents linking.
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